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Abstract: Background extraction is a crucial step in many automatic video content analysis applications. In this 

articled, we recommend a new tracking method that uses two image sequences and single Gaussian method to 

approach the tracking of an object. The two image sequence is the use of a series image subtraction. The single 

Gaussian method consists of single Gaussian distributions, the average, standard deviation and weight. This paper 

combined the single Gaussian method and two image sequence object tracking. The proposed method was 

compared with different methods used in the field; the comparison clearly shows that the method is reliable, 

quickly and precise. This method has the advantage that it is fast and successfully tracks the objects and extract’s 

background image, also no shadow and noise was associated with the application for the approach. Empirical 

work shows that our method is enhanced relatively to the other widely used techniques. 
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I.   INTRODUCTION 

Video sequence's analysis is presently employed for a solution of a wide scope of problems in several application 

systems, such as video surveillance and access Security systems, control systems, automatic systems in traffic tracking, 

and other systems [1-10]. Credible detection of moving objects in a sequence of images is an essential part in many 

computer vision systems [2-8]. Generally Automated visual surveillance system starts with detection of moving objects 

from the scene with the assumption that nothing might happen in non moving areas [5-13]. Extraction of detect moving 

objects is an essential and important research topic of the surveillance system [6-12]. In the Intelligent Transportation 

System, the Detection of moving objects from image sequences is an important step [7-10]. Moving objects, results 

control the efficiency and accuracy of continuous image processing. In the Intelligent Transportation System, the camera 

is mounted, the most expeditious and exact algorithm of moving objects detection is a background subtraction algorithm. 

However, the background extraction algorithm dominates the expeditious and accuracy of background subtraction. 

Clearly, if there is a scene frame with no moving object in the image sequences, it used as a background frame. However, 

in the real world, it is not easy to get a simple background image. Thus, in such systems as in many other applications, a 

critical issue in this process extracted the pure background image from the videos which include moving objects [7-17].   

In this article, we use   single Gaussian method, and two image sequences are combined. Single Gaussian approach can be 

applied within the context of a complicated environment; the two image sequence is used by the time difference of two 

consecutive images, and by adapting the threshold to extract an image of the moving area. The two image sequences have 

the properties of quickness and exact position because of using current image, but the flaw is that it depends on the 

difference of environment [8-19]. This algorithm two image sequences are sensitive to moving objects, and has reliance 

with light because of the stumpy interval between two images. For more composite background, is not easy to track 

moving objects, the inner image will produce an empty phenomenon. Its influence alone is not a complete method [9-21]. 

Presently, the research literature offers many kinds of background models; the conventional Gaussian mixture model uses 

a mixture of the K Gaussian model distribution of background pixels that will be the scene to Institute the statistical 

model for each pixel, and periodically update the background [4-22]. The Gaussian model based on the screen to be pure 

only when the background images with each pixel to calculate the mean and standard deviation, and the future outlooks of 

the background information as a basis for classification [5-9]. 
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II.    ALGORITHMS 

A. Tow image sequence: 

The Two consecutive images are the rule of continuously time subtracting image pixels. The feature of this detection 

method is its insensitive to light changing; its ideal performance in dynamic situation; it’s simple operation and its 

location precisely of moving object. The formal image subtraction approach is defined by subtracting the former image 

from the current image to obtain motion data. In this paper we take, two successive images were  1( , ) ,I ( , )n nI x y x y  

, and the Difference between two images calculated formula is used. 

   1( , ) ( , ) ( , )   (x,y)  1, 1,               (1)n nD x y I x y I x y N M    
 

Using a suitable threshold Ton D(x, y), this threshold can remove noise, and can be set for different light conditions, and 

then we set the threshold conditions for special number 10. 

B. SingleGaussianModel: 

The Single Gaussian model is a stretch of the Gaussian probability density function. The Single Gaussian model can 

estimate any smooth shape of the density distribution, frequently used in image processing for good results. Suppose of 

Single Gaussian model consists of and the blending of Gaussian probability density function; the Gaussian probability 

density function of each has its own mean, standard deviation, and weight. The weights can be construed by the 

corresponding Gaussian model of the frequency. They more frequently seem in the Gaussian model the higher the weight. 

The higher frequency of happening then to find the maximum weight on the Gaussian probability density function, 

finally, the Gaussian probability density function of the means pixel value is the background image [11-22]. 

Background model: 

Background extraction is one of the most important approaches of object segmentation. This process contains two steps: 

background and update model. The basic theory of the Single Gaussian model is as the number of Gaussian in this paper 

the number of Gaussian is solitary , an absolute distribution can be in any of the accuracy is mixed with a weighted 

average of these Gaussian approximation[23-33]. 
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These parameters determine the characteristics of this density function, such as the center of the function shape, width and 

direction and so on. 

Background update: 

The recognized algorithms, if not updated, the step operation times will be very long. We must use the iterative aspect 

method to update the mean, standard deviation and the weight to reduce the time required. New steps before must set the 

basic parameters, as we select the number of Gaussian components 1C   , Number of background  components are 

1M   , Positive deviation threshold 2.5D   , learning rate between 0 to 1 , in this paper we set 0.01   , 

foreground threshold 0.4 . The weight, mean and standard deviation are updated by using equations [23-33]. 
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, , , ,(1 )                                                   (5)i j k i j kW W    
 

, , , ,(1 )   *I                                                   (6)i j k i j k n    
 

  2 2

, , , , , , = sqrt 1  + ( )                (7)i j k i j k n i j kI           

However, the calculative involvement of the Single Gaussian method is high, but provide better results. If novel entrants 

cannot be matched to any pixel of a Gaussian probability density function, update the pixel value of mean, then initialize 

the weights and the standard deviation. 

III.    THE PROPOSED METHOD 

The objective of this paper is to propose a new method to obtain background and foreground image from moving video, 

because most of the current methods are suffering from ineptitude of image extraction, the extracted image most of the 

time featured by shadow and need more space memory devices. The proposed method used the Single Gaussian method 

and Two Image Sequence then we can obtain the results of two different images, we have to combine the advantage of 

Single Gaussian method and two images Sequence. We use the single Gaussian method approach as the main algorithm 

and the other algorithms as auxiliary. 

A. Calculation of the background: 

1- For the proposed method after initialize model if the number of frames is less than special value we use the learning 

rate to compute the initial background. If the number of frames is greater than or equal to special value the learning rate  

is used to update the background image computation; the following computing formula is used: 

          
0    if  d ( , )

( , )                            (8)
1     Otherwise       

n i j T
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
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2- Detect pixel is If pixel is background, we will update this pixel model and using this pixel. 

        3-Detect background and foreground in Single Gaussian Method According to this formula: 

                   
0    if ( , ) ( , ) * ( , )
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B. Calculation of the foreground 

1- Use two serial images separated by fixed interval, 
( , )nI i j

and 1  I ( , )n i j respectively, were changed in to Gray 

image for simple and real time. 

2-Using 
( , )nI i j

and 1  I ( , )n i j we can get difference image 
( , )nD i j

.According to equation (1) and results in a 

binary image that classifies all pixels into two categorizations (foreground and background). 

 

0    if  D ( , )
( , )                            (10)

1     Otherwise       
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
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3-comparing the value pixels in 
( , )BG i j

in equation (9) and 
( , )BG i j

in equation (10), we determine the foreground 

of proposed method according to this formula: 

1       if (fg in (Eq(9) (10))
( , )                          (11)

0                             

Eq
FG i j

Otherwise


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  

4-The use special filters of image processing in the computed foreground were found and then the components with size 

less than the certain threshold were removed. 

Through the steps above, the background and foreground can be extracted correctly. 
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IV.   EXPERIMENTAL AND RESULTS 

We show experimental result of the article object tracking method. The proposed method was implemented in MATLAB. 

(R2012 b) and tested in windows 8 with Intel (R) core (TM) i7-3632QM CPU @ 2.20 GHz 2.20 GHz with a memory of 

4GB. The object video sequences come from MATLAB (traffic.mj2) which is publicly available; the size of the video 

sequences is 120 × 160 pixels Fig. 1. The video is clear and showed many different types of algorithm. Figure 1 showed 

that vehicle tracking results. 

 

(a) Original 

 

(b) Gaussian Method 

 

(c) Proposed method 

Fig. 1: Background extraction based on different methods from another data 

The results of experiments under the same conditions are shown Fig. 1. 1c resulted from proposed method and its quality 

is worse than in Fig.1b.The result of proposed background extraction showed in Fig. 1 and the moving car is almost 

eliminated in this image. The advantage of the proposed method is also proved. Thus, it is proven that the proposed 

method in this study has a better quality than others. 

 

(a) Original 

 

(c) Gaussian Method 

 

(c) Proposed method 

Fig. 2: Background extraction based on different methods from another data 
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The results of experiments under the same conditions are shown Fig. 2.The result of proposed background extraction 

showed in Fig. 2 and the moving car is almost eliminated in this image. The advantage of the proposed method is also 

enhanced. Thus, it is proven that the proposed method in this study has a better quality than others. 

 

(a) Original 

 

(b)SiginalGuassian Method 

 

(c) Proposed method 

Fig. 3: Foreground extraction based on different methods from another data. 

The results of experiments under the same conditions are shown Fig.3. This clearly showed that our method is better 

quality another method; because the proposed method is no shadow. 

V.   CONCLUSION 

In this article, we propose single Gaussian method and two image series successfully applied in a continuous image. We 

used single Gaussian method approach as the main tracking algorithm and the two image sequence method to subtract 

successive images, also used to special filter image to remove noise. The experimental results of the article method in this 

article successfully extract background and foreground image. The experimental results are accurate and no noise and 

shadow was associated with all extracted images. 
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